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Resear ch highlights

» The introduced algorithm selects useful datarfgroved training of local models.

* A hybrid usefulness-related distance is propdeettaining data selection.

 Data usefulness is evaluated by taking into actpariodicity of time series.

* Autocorrelation function and Renyi entropy is dise reduce number of parameters.

» The proposed method offers lower prediction etinan the state-of-the-art local and global
models.

Abstract

The paper tackles with local models (LM) for percad time series (TS) prediction. A novel
prediction method is introduced, which achievestpgediction accuracy by extracting relevant data
from historical TS for LMs training. According tché proposed method, the period of TS is
determined by using autocorrelation function andvimp average filter. A segment of relevant
historical data is determined for each time steghef TS period. The data for LMs training are
selected on the basis of the k-nearest neighbgypsoach with a new hybrid usefulness-related
distance. The proposed definition of hybrid diseatekes into account usefulness of data for making
predictions at a given time step. During the tragnprocedure, only the most informative lags are
taken into account. The number of most informatiags is determined in accordance with the
Kraskov's mutual information criteria. The proposapproach enables effective applications of
various machine learning (ML) techniques for pradit making in expert and intelligent systems.
Effectiveness of this approach was experimentadlsified for three popular ML methods: neural
network, support vector machine, and adaptive nturny inference system. The complexity of LMs
was reduced by TS preprocessing and informative $&dection. Experiments on synthetic and real-
world datasets, covering various application areasfirm that the proposed period aware method can
give better prediction accuracy than state-of-ttiegdobal models and LMsMoreover, the data
selection reduces the size of training datasetcelghe LMs can be trained in a shorter time.

Keywords: local models, time series prediction, data reductisegmentation, k-nearest

neighbours, soft computing
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1. Introduction

Time series (TS) prediction is an active reseanpiict due to its application potential in
many areas of science and industry. The TS predictigorithms play a major role in
decision-making processes for various applicatiang,, stock markets, climate changes,
industrial management, and transportation. Over gast decade, much effort has been
devoted to the fusion and improvement of convetidis prediction models (Lin et al., 2011
and Mehdi & Bijari, 2011). Machine learning (ML) &n alternative approach to the TS
prediction problem (Spnitka et al., 2013). Recently, special attention waisl po the ML
methods that are based on local prediction modelscal model (LM) is built "just in time",
l.e., when a prediction is required, by using hisal data that are similar to current
observations (Kaneko et al., 2010). The LMs takeaathge of the divide and conquer
principle by splitting the global prediction probianto several sub-problems and adjusting a
LM for a specific sub-problem (Martinez-Rego et 2011 and Wu & Lee, 2015).

These approach do not take under consideratiorpéniedic character of TS during
selection of the historical data (nearest neighpotirat are used for model training. In this
paper a novel prediction method is proposed, whietects periodic changes in a TS and
utilizes the information about TS periodicity, tatmact relevant data for LM training.

The proposed prediction method consists of th@folig main steps. First, a period of
the analysed TS is determined by using autocoipeldtinction and moving average filter
(Box & Jenkins, 2008). Second, a usefulness relati@xtracted from the TS. The usefulness
relation enables selection of relevant data faniing the LM at a given step of the TS period.
Third, when a prediction query has to be procestwsal,similar historical data (k-nearest
neighbours) are searched by taking into accountbaidh usefulness-related distance. Forth,
the most informative lags for the selected datassrties are extracted in accordance with the
Kraskov mutual information criteria (Kraskov & Stmuer, 2004). Fifth, training of the LM
Is performed based on the selected data and fijrih#yprediction is made.

The novelty of the proposed method lies in selecid the training data that are
expected to be useful for prediction making at\egistep of TS period. There are two main
contributions of this work: a ranking-based alduntfor extraction of the usefulness relation
from periodical TS, and a definition of the useksdn-related hybrid distance, which enables
selection of relevant historical data to train this. Effectiveness of the proposed approach

was confirmed in experiments with real-world andtkgtic TS. The prediction accuracy was
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compared with that of the seasonal ARIMA (Box & Kies, 2008) as well as the LMs
without period-aware training data selection (WilL&e, 2015).

The paper is organized as follows. Related worksraviewed in Section 2. Section 3
describes details of the proposed method. An exanopltraining data extraction from
periodical TS is presented in Section 4. Sectiamchides presentation and discussion of the
experimental results. Finally, conclusions are gigad future research directions are outlined

in Section 6.

2. Related works and contribution

2.1 Prediction methods

TS prediction has been an active research area lagérdecade. The variety of
applications brings a need for universal predictioals as well as dedicated models that
could be applied for a given problem. The dedicatedels are commonly used in such areas
as weather forecast (Liang et al., 2012), tranggiort (Ptaczek, 2013) or medicine (Wu et al.,
2003).

The development of the dedicated models requiresleé knowledge of the predicted
processes. However, if detailed knowledge is natilable, the development of dedicated
model becomes a difficult task. In such case, tegliption model can be constructed based
on historical data, by using ML algorithms andistatal data analysis to find a relation that
enable prediction of future values. The histordaia usually has the form of discrete TS that
contains data points observed at constant timevilte

If the prediction is made one time interval ahead the future, it is called one-step or
single-step forecasting (Gooijer & Hyndman, 200B)is type of prediction is used in real
time applications, e.g., stock market exchangeldZaet al., 2014) or traffic control (Bernas
et al., 2015). A multi-step prediction refers tdireation of future values for more than one
time interval ahead. Such prediction is used imgiterm analysis, e.g., to forecast the climate
change (Linag et al., 2012).

Over the past decade, major advances have occinrsthtistical models and ML
methods for TS prediction. In the literature, savdinear prediction approaches were
proposed. ARIMA model is one of the most populadixtion methods. This method can be
used when the considered TS is stationary and teoata missing (Weigend & Gershenfeld,
1993). Several extensions of ARIMA have been pregdothat enable applications for

different types of TS (Box & Jenkins, 2008). Thestensions include the seasonal models
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(Khashei et al., 2012). The major drawback of thagproaches is the pre-assumed linearity
of the model and sensitivity to outliers (KhasheB&ari, 2011).

Other statistical methods, like spectral analy8sillinger, 2011), Markov process
(Zhou et al., 2014) and Kalman filter (Lin et &012) are based on the probability theory and
require prior knowledge of the underlying process.

The ML methods have been introduced to enable @idra of underlying
characteristics for a predicted process withoutgher knowledge and human intervention
(Stépnitka et al., 2013). The most widely used ML methocésed on artificial neural
networks (ANNs). ANN became one of the most impartaonparametric nonlinear TS
prediction models. Main advantage of ANNs is thpatality of flexible nonlinear function
approximation with a desired accuracy (Cybenko,9)98s a nonparametric and data-driven
model, ANNs do not require additional assumptioafote the model generation (Zhang et
al., 1998).

Various problems and challenges are associated AditNs. The selected weights and
thresholds have mayor impact on the predictionlt®swhen training the ANN, local optima
can be found instead of the global optimum. WarengZ and Chen (2015) have proposed an
adaptive differential evolution algorithm to selegipropriate initial connection weights and
thresholds for ANN. Kocadag'li andskgil (2014) have used a Bayesian inference apjroac
to train an ANN. Kourentzes, Barrow, and Crone1@®0have suggested that a hybrid ANNs
ensemble may improve robustness and accuracy aficio:n at the cost of increased
complexity. Nevertheless, ANN is still consideresl & ‘black-box’ and does not provide
intuitive description of the prediction processi(liean, Huang, & Chang, 2009).

Other ML techniques that have been successfulljfiegpfor TS prediction include the
adaptive neural fuzzy inference system (ANFIS) #ra support vector machines (SVMs).
ANFIS allows a set of IF-THEN rules and membershipctions of fuzzy sets to be
constructed based on the historical data (Jyh-SI®®§ and Jang et al., 1997). This inference
system integrates the best features of ANNs angyflogic to handle the non-linearity and
uncertainty in real-world processes (Piero, 2008 lage & Ouyang, 2003). SVMs have found
many applications in classification, pattern redbgn and regression analysis (Suykens &
Vandewalle, 1999). Over the years, multiple vaoiagi of this method have been proposed.
Partial least squares SVM method combines thegbdetast squares based feature selection
with support vector machine for information fusifviang et al., 2011). This method was
proposed to identify complex nonlinearity and clatiens among financial indicators.

Ensemble learning proposed by Kang et al. (201@yaves the performance of SVM-based

4
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classification and prediction algorithms. Fuzzyssadaptation (Chaudhuri & Kajal, 2011) is
capable of handling uncertainty and imprecisioprediction of corporate data. It is effective
in finding a subset of optimal features and paransetOther examples of SVM applications
to financial predictions can be found in (Lin et, &011) and (Chen et al., 2010). Least
squares SVM (LS-SVM) uses linear instead of quadrptogramming, thus it reduces
computational complexity of the original SVM algbm (Gestel et al.,, 2003). LS-SVM
involves mapping the data to a space of featuresjhich a function is constructed that can
be used for TS prediction (Huang & Shyu, 2010).

The prediction models based on ML can be categbria® two classes: LMs, and
global models. A global model is trained only oraoed then the same model is used for
making many predictions (at different time instas)cé LM is trained independently for each
prediction case (Martinez et al., 2011). The LMse asually trained by using a relatively
small number of historical data subseries (neamegihbours) that are similar to an input
sequence (query) for which the prediction has tonbde. The main issues of local modelling
are efficient model building (Kaneko et al., 20Hd)d selection of lags that provides useful
information. In Hastie et al. (2008) a lag seletctimethod was proposed which uses t-
statistics of estimated coefficients. Several distameasures are commonly used: Euclidean
distance, hash function transformation (Chang et212) or fuzzy measures (Smith &
Oswald, 2003). Mutual information criteria were diger informative lags selection (B@zet
al., 2013 and Wu & Lee, 2015).

2.2 Timeseries pre-processing

In the related literature, several pre-processieghods have been proposed in order to
improve the accuracy of TS prediction. Among thesthods, a popular approach is to utilize
various representations of TS and segmentationodsth

Spectral representation is based on frequency tgefsiction of TS. The Fourier or
wavelet transform is commonly used for transformii§ to the spectral representation
(Shumway & Stoffer, 2010). This representation lbarused directly for creating a prediction
model or to find the TS period, however the transfation can cause a loss of precision, due
to a bias.

In case of state representation of TS, a stat®vectised. The state vector is defined as
a set of first order differential equations (FranklPowell, & Emami-Naeini, 2002). This
representation, combined with Klaman filtering, vegeplied to the linear dynamical system

and linear Gaussian state space model (Barber,)20h2 main limitation of this solution is
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related to its lineal character. In (Thrun, Burgakd~ox, 2005) a modification of the Kalman
filter was proposed to address nonlinear TS.

Fuzzy time series (FTS) represent the data by mebhfszzy relations. The data are
fuzzified to obtain the FTS representation. Subsatiy, a prediction model is created by
determining fuzzy relations between data usingni@gr methods (Yu & Huarng, 2010). The
determination of appropriate partitions for builglifuzzy relations is one of the main
challenges (Askari and Montazerin, 2015 and Yu &hdhrng, 2010). In (Askari and
Montazerin, 2015) it was proposed to use fuzzytehgsfor selecting the partitions. Complex
solutions for FTS with multiple variables are adsed in (J. Dabrowski and J. Villiers,
2015).

Granular TS representation (Al-Hmouz, Pedrycz, 8aBwsh, 2015) is often used with
fuzzy time series (Lu et al., 2014 and Wang et2414). In case of the above mentioned ML
methods for time series prediction, the applicatdrgranular representation involves four
steps (Wu and Lee (2015). In the first step, tre@all@ontext of the user query is found by
using the k-nearest-neighbours method or fuzzy anmenethod. Secondly, the appropriate
number of lags is selected by applying mutual imfation criteria to measure the relevance of
data. Thirdly, a set of training patterns is exddrom the data. Finally, the training patterns
are fed to a ML algorithm. The drawback of suchrapph is that the nearest-neighbours
method tends to fail, while tackled with noisy data

Another pre-processing method considers time seggmentation, which allows us to
categorize big TS data according to a defined etugy pattern. An extended up to date
review of such methods can be found in (Zolhavagielal., 2014). There are many clustering
methods: hierarchical, k- and c-means, and basguhtbern discovery. Hierarchical clustering
builds a nested hierarchy of related time periddse method enables analysis of TS on
various hierarchical levels, at the cost of quadrabmputational complexity (Lin et. al.,
2002).

Partitioning clustering is a partitioning methodere each partition is represented by at
least one object. The partition is crisp if eaclieobbelongs to exactly one cluster, or fuzzy
otherwise. The crisp representations are build dase k-means method, where various
distances can be used. In case of fuzzy solutiejmplementations af-means algorithm
are used. Additional approach to TS segmentatitmased on application of fuzzymedoids
algorithm (Izakian et. al., 2015). These heuristigorithms define a cluster as some shape
e.g. spherical-shaped cluster. Recently more facas given on density-based clustering

methods. The idea of density-based methods is tendxa cluster as long as the density
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(number of objects or data points) in range excesuise threshold. Several density-based
methods were developed that additionally defineeodl clusters, e.g., DBSCAN or OPTICS
(Denton A., 2004). Finally, the newest group of thethods covers clusters pattern discovery
(or motif discovery). The patterns are usually skad based on frequency or shape. An
extensive analysis of these methods was presegtédddrschall, T. and Rahmann S. (2009).

A main disadvantage of the above described preessicg methods is that they are
based on spectral, fuzzy and state representatiSosh representations cause the possibility
that important information is lost during the T&rsformation. A second drawback is that the
segmentation methods can find false (not existpagjerns in noised TS, which may cause

incorrect predictions.

2.3 Original contribution

In this paper a novel method is introduced, whinhldes TS pre-processing and data
selection for training LMs. Instead of using thedpal methods, the period of TS is detected
based on the Box and Jenkins (2008) analysis. Ttygoped approach enables detection of
the strongest periodical pattern in TS. The detkptriod is used by the new pre-processing
algorithm, which allows us to determine usefulnedation (UR). The UR enables selection
of the historical data that are useful for makimgdictions at particular steps of the TS
period. In contrast to other segmentation methtieslUR takes under consideration not only
similarities of data sequences (Huang et al. , P@ili also the expected prediction error.
Moreover, each data point in TS is processed inudg@ly, so no generalisation is
performed at this step. According to the proposethod, useful segments of training data
are selected by means of a new usefulness-relateddhdistance. The data selection is
performed based on the k-NN approach combined thémovel usefulness-related distance,
which takes into consideration the periodicity &.Tn this paper, the proposed approach is
compared against complex k-NN implementations (W &ee (2015) that have been
suggested recently for LMs creation.

The introducedJR can be computed in parallel to the execution ef piediction
procedure, thus the prediction method can be apfiereal-time systems. The proposed pre-
processing and data selection method enables igexgtplications of various ML techniques
for periodical TS prediction in expert and intedlig systems. Effectiveness of this approach
was experimentally tested for three popular ML rodth ANN (Zhang et al., 1998) (Adhikari
et al., 2011), ANFIS (Jyh-Shing et al., 1993), &«M (Lin et al., 2011).
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It is worth to note, that the proposed TS pre-pseo®y algorithm does not change the
data representation. Thus, in contrast to the nasthmased on spectral transformation,
fuzzification or granulation, the introduced apmioadoes not involve any loss of the
information, which is contained in historical TShig allows all useful data to be utilised for

LM training.

3. Proposed method

This section provides a detailed description ofgh@posed method. The novelty of the
approach lies mainly in the pre-processing staperéfore, this part is thoughtfully described
with examples. Main steps of the proposed methedeesented in Fig. 3.1. In the first step,
regularities in TS are found by using the approaposed by Box & Jenkins (2008), which
Is based on autocorrelation function and movingaye filter. Then, the usefulness relation
(UR) is extracted. Th&JR extraction algorithm is based on similarity an@dction error
rankings. The introduction d#R was motivated by an observation that useful tngrdata
are usually found in a relatively narrow time spdR extraction aims at selection of the data
that are useful for making prediction at a givaspsaf TS period.

off-line data pre-processing
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Fig. 3.1. The proposed model overview.

The TSs, analyzed in the paper, have a discrete. fo8 is defined as a series of observations

X=[X0, X1, +eees X.., Xo]. TiMe step between any two adjacent observatisronstant. The

seriesX can also be represented as a set of sub&e(jesx;, X, 4,....X;_, ], wherej defines a
j-th time point andv is a number of the past observations (lags):

Sn,w = [Xn ’ Xn—l’ e ’Xn—w]
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Sw =X, X X:_wl

jr -1 -w

St = X X+ %]
For a test quer®,,, =[X,,X,4,....X,,] the prediction is denoted as,,, wheres is the

considered number of steps ahead into the futmekz & the time point of predictiorz & n).
In order to process the test query, a training datd_S) has to be selected frok ThelLSis

used to build a local mod@& by using the ML methods.

3.1 Period analysis

At the first step of the proposed method, a timerwal T (period) is searched for which
some regularities in TS can be distinguish€de period analysis is based on the Box &
Jenkins approach (Box & Jenkins, 2008), thusdissumed that no missing values are present
inTS.

It is should be noted here that the spectral basetthod (Shumway & Stoffer, 2010)
was also considered to find the longest period. éles, for the analysed real-world TS it
was hard to distinguish the period without extendeer-assisted calibration process.

The period of TS is found using autocorrelationclion ACF). Letx; denote the value
of X at timet. The values oACF function for serieX describe correlations betwerrandx:.

h, Whereh defines a lagh(= 1, 2, ...,Tmay. The maximum search peridghax is not longer
thancard(X)/4, wherecard denotes cardinality of the TS. The analysis ofjeEmperiods can

give unreliable results (Venables & Ripley, 2008)practice, the value &ACF is calculated

as follows:
ACF(X,h) = AVE(X.) —, (3.1)
~ max (AVF(X,i))
i012....Tmax
min(n=h,n) _ _
AVFE(X,h) = 3 [X X% =X,
i=max(,—h)

where: X is mean value ok , nis equal to card(X), andis an element of the T( O X).

To ensure that the obtained result is reliable, TtBehas to be at least weakly stationary.
This means that the values of mean and varianceam®&ant and the auto covariance between
andx., depends only on the ldg(h is a finite integer value), therefore the statigr@omponent

of TS is extracted to find the period. To this efugt differences<'= x; - %.1, for t=1,..., n are
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used instead of the original time serkésThis is a common method for obtaining a de-trende
and weakly stationary TS. In the proposed methwel ahalysis has to be performed for a number
of data points within a single period, thus theiqes longer tharm,, are searched. Results of
preliminary experiments show that periods shott@n(l, = 8 are insufficient to find useful
training data in real-world TS. Examples of th€ F analysis for a real-world road traffic TS an a

synthetic TS are presented in Fig. 3.2.
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Fig. 3.2. ACF analysis for: a, b) traffic volume TS, c) dystic TS.

Figures 3.2 a and 3.2 b illustrate th€F values obtained for road traffic data, where thg d
period contains 288 measurements collected in tnteevals of 5 minutes. The presence of
distortions and noise results in local maxima efACF values (Fig. 3.2 b). Such maxima can
be improperly detected as periods. To reduce ttigeimce of noise, the moving average is
used If a TS with multiple periods is considered (F82 c) then the longest period has to be
searched. The above assumptions are taken intargtcty the period finding algorithm
(Algorithm 1). According to this algorithm, the correlation valioe the recognized period

has to be above a given thresh@Enresholg-

Algorithm 1: Period finding

{pre-processing}

setACHRpreshoigparameter t®.2

Create X' as first difference of X

Perform moving average filtering ofi with window siz€T in

{ACF calculation}

initialize TA array by zeros

fori ;= Tminto Tmaxdo
TAI:=ACF(X,);

{period determination}

10 T:=null; max:= ACFreshold;

11 fori := Tmin t0 Ta, dO

O 0o ~NO Ol WN P
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12 if TA(i)>max then
13 if TA[I-1]<TA[i] andTAi+1]<TA[i] then
14 T:3 and max:= ACFX',i)

Based on the results presented in (Box & Jenkig@8Pand (Venables & Ripley, 2002), the
ACRpreshoid Was set to 0.2. While analyzing TS it is possithlat no period can be found.
Thus, if there is no local maximum with value abo&€FRneshoa the UR cannot be
constructed. The information about peribt necessary for extraction OR in the next step

of the proposed method.

3.2. Extraction of usefulnessrelation

In the proposed method a bindJR is introduced that determines, which historicahda
from the time series are useful for making a prgalicat a given time step of the period. If
the data registered at time stepf the period are useful for making the predic@time step
u then the pairy, v) is an element of the usefulness relation.

The usefulness relation is extracted from a legrime series by using Algorithm 2.
The inputs of this algorithm include: the learntnge seriesX = [Xo, ..., Xm, Xm+1, .-, Xn], the
length of the period’, valuep(0) which identifies time step of the period foetfirst time
point in time serieX, and parametew which determines number of lags in subseries. An
example of the time series is presented in Fig. Rd@e that for this exampl& = 15 and
p(0) = 10.

X5 X2 X35

0 5 10 15 25 30 5 &
t
10 0 5 10 5 10 o me
time \Jtime step
point of period period T = 15

Fig. 3.3. Example of time series.

©o

The learning time serieX is divided into two parts aimth data point. For the

experiments reported in this paper it was assunted rln:LnIZJ. During extraction

procedure, the data from the right part of the tgages w1, ...,Xn] are interpreted as current
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measurements. The left part of the time senxgs..[,xy] is considered as a set of historical
measurements that can be used for making a pradidtimeans that Algorithm 1 evaluates
usefulness of the data fromy] ..., Xy for making the prediction at time points+ 1, ...,n.

The usefulness evaluation is based on an insightltle historical data are useful if they
are similar to current measurements and contributaccurate prediction of future values.
Therefore, the data usefulness is evaluated usig driteria: similarity with current
conditions and error of the prediction made onlibsis of the selected data. According to
these criteria, two rankings of the data points @eated: similarity ranking and prediction

error ranking. Usefulness of a data point is cali®d based on its positions in both rankings.

3.2.1. Similarity ranking

In order to create the similarity ranking, a measaf distance between current and
historical data is analysed. More specifically,talices are calculated between pairs of
subseriesS w = [Xi, Xi-1,..., Xi-a] @and Sw = [X, X-1,..., X-w] that include the historical and the
recent measurements respectively. The parametetetermines the number of lags.
According to the above discussed assumptions, piongsi =w, w + 1, ...,m are considered
as the historical ones, and time poifts m+1,m+ 2, ...,n correspond to the current
situation. In this study, the distance betwe®n and S, (denoted in Algorithm 1 by
distancéi, j)) is evaluated based on the Euclidean norm. Spghnoach to measuring the
similarity is commonly used in the related literat¢Gooijer, 2006).

For each time poing, a list L is created which includes the time points=
w,w+1,...,m This list is then sorted in ascending order adiogy to distancéi, j). In this
way the similarity ranking is constructed. LietleXi) denote the position afin list L, i.e.,
indexi) =0, 1, ...sizdL) — 1, wheresizgL) is the number of elements in the list The
positions of the time pointsin the ranking are used to determine their scakesme pointi
gets score of 1 if it is on the first place in tla@king {ndexi) = 0). In opposite situation, if
time pointi is on the last placendexi) = siz€L) — 1), it gets score of 0. Thus, the score for
time pointi is calculated using the formula:

indexi)

scordi) =1- sizdl) -1

(3.2)

The scores determined on the basis of the simyjilaamking are accumulated in array
SIM for particular time steps of the period. This @den (line 7 of Algorithm 2) requires
finding the time step of period {0, 1, ...,T — 1}, which corresponds to time poinfTo this

end, the following formula is used:

12


https://www.researchgate.net/publication/222561718_25_Years_of_time_series_forecasting?el=1_x_8&enrichId=rgreq-967b3936665ec59a2f3cbec8065fc9d8-XXX&enrichSource=Y292ZXJQYWdlOzMwMTc1NTQzNjtBUzozNjczNzM2ODIwMDM5NjlAMTQ2NDYwMDExOTg5MA==

p(i)=i+p0)-T Eﬁi +Tp(0)J, (3.3)

wherep(0) is the time step of period, which corresporahe first time point in time series

X. It is assumed thad(0) is known. Note that according to Eq. (308) is the remainder of

division ofi + p(0) byT.

Finally, the scores in arra$lM are accumulated for time steps O, 1, ...,T—1 and

normalized into interval [0, 1] (lines 8 - 10 ingdrithm 2). Thus, if the normalized score

SIM[j, V] is close to 1 then it means that the measurenmeatie av-th time step of the period

are usually similar to the data registered at fooiat|.

Algorithm 2: Extraction of usefulness relation

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

{smilarity ranking}
initialize SIM array by zeros
forj:=m+ 1tondo
create list. of time pointsi(=w, w + 1, ...,m)
sortL according taistancéi, j) in ascending order
fori :==w+ 1tomdo
SIM[j, v(i)] := SIM[j, v(i)] + 1 - index{) / (size() — 1)
sim_max= max8IM[j, 0], ...,SIM[j, T - 1])
forv:=0toT-1do
SIM[j, V] := SIM]j, v] / sim_max
{prediction error ranking}
initialize PREarray by zeros
forj:=m+1ton-1do
create list. of time pointsi(=0, 1, ...m)
sortL according teerror(i, j) in ascending order
fori :=w+ 1 tomdo
PRHj, p(i)] := PRHj, p()] + 1 - index() / (size() - 1)
pre_max= maxPRHj, 0], ...,PRH]j, T - 1])
forv:=0toT-1do
PRH]j, v] := PRHj, v] / pre_max
{usefulnessrelation}
forj:=m+1ton-1do
forv:=0toT-1do
PRHj, v] := PRHj, v] [BIM[j, V]
initialize UR array by zeros
forj:=m+1ton-1do
forv:=0toT-1do
URIp(). V] := UR[p(j), V] + PRH], V]
forv:=0toT-1do
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30 ur_max= maxUR[0, V], ...,UR[T - 1,V])

31 foru:=0toT-1do

32 UR[u, v] := UR[u, V] / ur_max

33 calculate threshold

34 forv:=0toT-1do

35 foru:=0toT-1do

36 ifUR[u, V] > a thenUR[u, v] = 1 elseUR[u, v] =0

3.2.2. Prediction error ranking

Error of the prediction, which can be made basedabected data, is the criterion of the
second ranking. In this ranking, the time points @nsidered in pairs:(as a historical base
for making the prediction) and(as current time). In order to evaluate the impattthe

prediction accuracy, it is assumed that the prexficls based only on a single observation,

which was made at time step For such assumptions the predicted vaiqg can be
determined ax;,, = X,,. The correct result of the prediction made at tpo@tj is x+1. Thus,

absolute error of the prediction, which is basedlendata registered for time stegan be
evaluated by using the following formula:

(3.4)

error(, j) =| X, =X
For a given time step the error ranking is created by sorting thedistime points (=

0,1, ...,m) in ascending order, according to the value eofor(i, j). The subsequent
operations are analogous to those discussed forsitmdarity ranking. They include
calculations of scores for time points, accumulaeates for time steps of the period, and the
normalized scores. The scores for time pointsO, 1, ...,m are calculated according to Eg.
(3.4). Array PRE is used to accumulate the scores for particutae tsteps of the period
v=0,1,..T—1 (line 17 in Algorithm 2). The accumulated sare then normalized into
interval [0, 1] (lines 18 - 20 in Algorithm 2).

The normalized scores obtained from the predictenor ranking should be
interpreted in the following wayPRHj, v] close to 1 means that a low prediction error is
usually achieved for time poiptwhen using the data registeredrdh time step of the period
as the prediction input. A high error can be expegathen the prediction at time pojnis

based on the observations made-tit time step of period, for whidRRHj, V] is close to 0.
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3.3. Usefulness of data

According to the proposed approach, data are ceresidas being useful for making
prediction if they are similar with current measuents and ensure low prediction error.
Therefore, it is legitimate to use the fuzzy lodilD operator for combining the scores,
calculated on the basis of the similarity rankimgl ahe prediction error ranking, into single
usefulness measure. It should be noted that thealimed scores defined in previous sections
enable identification of two fuzzy sets. The sc8i¥j, v] is interpreted as a membership
grade of time step in a fuzzy set containing the time steps at whidh measurements are
usually similar to those registered at time pojntAnalogously, score$’RHj,Vv] are
interpreted as membership values for a fuzzy seéheftime steps that usually provide low
prediction error for time point

In order to determine the fuzzy set of measuremiiissatisfy both criteria (similarity
with current measurements and low prediction erh@ scoresSIM[j, v] and PRHj, v] are
combined using algebraic product as the fukkiD operator (line 24 in Algorithm 2). These
calculations are repeated for all time poiptsm+ 1, ...,n—1. The results obtained for
particular time point$ are then accumulated in arrefR to determine usefulness of the data
registered at-th time step of the period for making predictiantine stepv(j) (line 28 in
Algorithm 2). At the next step, the elements ofagrAU are normalized into interval [0, 1]
(lines 30-32 in Algorithm 2). This normalizationpsrformed independently for each value of
u(u=0,...,T-1). The obtained value of array elemé&[u, v] should be interpreted as a
degree to which the historical data collecteds-#h time step of the period are useful for
making prediction at time step

Finally, a threshold: is used to obtain binary values of the elementiayUR (lines
34-36 in Algorithm 2). The threshold is selected by using the method based on Renyi’s
entropy (Maszczyk & Duch, 2008), which was origipalesigned for thresholding of gray-
level images. The main concept behind this metsad use the entropy as a measure of the
amount of information contained in the resultingasy array. Therefore, a threshold value is
selected which maximizes the entropy. During prelary experiments, the above method
has provided better results than other threshdiecsen methods that are available in the
literature (Sezgin & Sankur, 2004).

Output of the introduced algorithm is the binaryasgrUR, which represents the
usefulness relation. Value 1 of an elemEi{u, v] means that the ordered pair, ¢) is an
element of the usefulness relation. Zero elementrriayUR indicate those pairsi(v) that

do not belong to this relation.
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3.4. Selection of nearest neighbours
The k nearest neighbours' method aims to find subsariashistorical data set that are
similar to the analyzed ones and thus describgtissible future valuesor a given query

Q.wat time pointz, thek nearest neighbours are defined as the subsefgs { =1, 2, ...k}

with lowest values of a distance measure. Sevasthrtte measures are commonly used:
Euclidean distance, hash function transformatiohaft@ et al., 2012) or fuzzy measures
(Smith & Oswald, 2003). In this paper, the measased on th&JR is proposed.

The UR describes which times step®f the period T are useful for making prediction
at time stepu. Fig. 3.4 shows an example OR obtained for synthetic two-period sinusoid
TS.
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Fig. 3.4. TheUR for synthetic TS: a) TS plot, OR relation before binarization.

The UR is used for selecting the time points that areeetgxl to provide an accurate
prediction. Therefore, the following hybrid usefeds-related distance is proposed:

EU (Sj,w’Qk,w) + EU (Slj,w ’Q'z,w)
2

R(S;1, Q) = —UR(p(j). f(2)), (3.5

where:

UR - usefulness relation,

p - time step function defined in Eq. (3.3),
S.w- the historical subseries,

Q:.w- query, for which the prediction is made,

S.w, - first order difference of the subseries,
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Qiw - first order difference of the query,
Eu - Euclidean distance normalized to interval [0,1].

The UR returns value 0 or 1, thus the hybrid distaRdekes values within interval [-1,
1]. Based on distanc®, the k nearest neighbours (subseries) are selected fr§m {
j=w,w+1, .., n} SetTE={t;: i =1, 2, ...k} includes the time points in historical database,

where thek nearest neighbours, i.e., the subsefigg, with lowest values of distandg are

found.

3.6. Selection of informative lags

A selected subserie§, ,, includes data registered at time pdinand atw previous

time points (lags). All these values could be usedraining a prediction model (Khashei &
Bijari, 2011). However, this approach can lead @ngnissues. With growing data size it is
not possible to estimate the maximum processinge &nd in consequence the model cannot
be implemented in real time systems (Wu & Lee, 20EGrthermore, the usage of all lags
may lead to over fitting (Kraskov et al., 2004). e other hand, if the number of lags is not
large enough, the prediction accuracy will be dased. Therefore, only the relevant,
informative lags have to be considered for furiir@cessing.

In the proposed method, the mutual information fiamc(Kraskov et al., 2004) is used
to determine the influence of the set of lags anphedicted value. The mutual information
function was successfully applied for LMs in (Wul&e, 2015). For the sake of clarity, the
selected subseries are represented by the matwwnsim Fig. 3.5.

Negi Laf’: 0Bo) | 1B 2 (B») w (By) -s (D)

Sy o) | X, (boa) | x, (b1s) | x, , X, X, ., (di)

St: 0 (12) Xt (bo,2) Xt 1 (bs,2) X, 2 Xy X, s (d3)

S, wlls) | x, (bos) | X, (bss) | x, _, X, X, ., (ds)
¥~ B submatrix

Sywll) | X, (boz) | x, (b)) | x, , Xi X, ., (dy)

Fig. 3.5. Matrix representation of the selected subseries.

The analysed set of lags is represented by subattiihe last column of the matrix (vector

D) contains values,,,, i = 1,...,k that correspond to the predictions madesfsteps forward.
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The rows of the matrix are called instancksi(= 1, ...,k). Information function is used to
analyse the dependency between subset of 18S{@,,B,,....B,}) and vectorD. The

information function is defined by Eq. 3.6.

1(B.0) =40~ = S0+ ] +919. (3.6)

w(x)=w(x—1)+§, wa)=—c,

where:g is a parameter of the methaddenotes the number of neighbourg,np are support
functions, and = 0.5772156 is the Euler-Mascheroni constant.

Eq. (3.6) was proposed by Kraskov et al. (2004) @nodides a rough estimation of the
mutual information function of two random variablesoposed by Guiasu & Silviu (1977),
which is based on joint probability density functio

The support functionsig(i) and np(i) determine the number of instances enclosed
respectively in a B- and D-hyper-rectangle. An eghkemof interval representation of the

hyper-rectangles is presented in Fig. 3.6.
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Fig. 3.6. Construction of B- and D-hyper-rectangle

In order to construct the hyper-rectangles, a rapkiased on the maximum noEy is

used:
Ex (i, 1)) = max{|boy; —by, [|b; by |,...J0,; =By, [Id —d [} (3.7)
The ranking is created by sorting instanges [1{1,2,...w} {i} in ascending order, according

to En(li, I}). The aim is to find-th instancelf), which is ong-th position in the rankinglhe

hyper-rectangles are determineditili andj-th instance.
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Subsequently, it is verified if the instandgsl J{12,...w} «{i} belong to the B- and D-
hyper-rectangle. The instangebelongs to the hyper-rectangle, only if all itdues fit into
separate intervals (Fig. 3.6). The functiogé) andnp(i) determine the number of instances

[, 0{12...»} {i} that belong to the created hyper-rectangle.

The lag selection process is controlled by parantgtén (Stogbauer et al., 2004) it was
suggested thag = 6 is a good choice. The preliminary experimdrgge confirmed that this
value ensures a high performance. The final vafueformation function is calculated based
on Eq. (3.6). This function is utilized in the poged algorithm for finding the useful lags
(Algorithm 3), wherew is a number of input lags. The number of informatlags(y) is
determined during calibration procedure.

Algorithm 3: Useful lag selection
{initialize data}
initialize empty L, array of lengttw by zeros
create empty B set
create vector with values of prediction [}rjs, xt2+s,...,XTZ+SJ
{main loop}
for lags:= 1 toy do

initialize empty Ly array of lengttw by zeros

for i:=0 to w do

{calculation of information criteria}

10 if L,[i]=0 then // candidate lag for selection
11 BT =B L B;
12 Lvali]=I(BT,D) according to Eqg. (3.6)
13 find indexise Of maximal element of )k, array
14 add selected lag to table: L;[ise]=1
15 add selected lagtoset B =B B,
16 {createalist of lags}
17 create empty set LL
18 fori:=1tow do
19 if L,[i]=1then LL=LL [J i

O© 00 NO O~ WN P

The result of Algorithm 3 is a list of informative lags(LL={4;, i=1,...,y}). The
proposed algorithm uses a greedy approach to fiedoptimal lags. Sorjamaa et al. (2007)
has proved that the greedy approaches, based wartbselection and backward elimination,
perform equally well. In this study, the forwardesgion was used because during initial

experiments it was observed that this approacasief y << w).
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Finally, the number of lags is reducedytoThe selected lags maximize the value of
mutual information function. The selected data ased as a training set (LS) for the local

prediction model. The LS is a set of pairs thallide the subseries with selected la&gs and
the prediction values, . for s steps ahead:

LS={(S, ;. X,.e): 1= 1..K}, (3.8)

In a similar way, the reduction afuery Qqwis performed. As a result, que, , is

obtained, which includes only the selected lags.

4. Example of data selection for LM training

This section includes a detailed example of thepgsed method application for
synthetic TS (noised sinusoid of unknown periodje Tsynthetic TS considered in this
example X) and the prediction quer®j are defined as follows:

X =1[-0.07, 0.97, 0.59, -0.63, -0.93, 0.03, 0.9350-0.59, -0.99, -0.03, 1.00, 0.60, -0.56,
-1.03, 0.02, 0.88, 0.54, -0.64, -0.86] (4.2)
Q24.4=[-0.01, 0.90, 0.67, -0.67, -0.91]

Algorithm 1 was used to find period of the analysed TS. The ACF values calculated

for X are illustrated in Fig. 4.1. The results of ACRalgsis show that the periofl of TS

equals 5.
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Fig. 4.1. Period detection based on Algorithm 1.

Let us assume that the prediction has to be mada ®ngle step ahead £ 1) and
length of the analysed subseriesnis= 4. Then,X is represented as a set of subsefigs
i=4,.. 18 (Tab. 4.1).
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Table 4.1. The calculations example for rankingstarction.

i | p0) ES4 S error(,j)
S,w Xi+s |xi+s,4: Xi+s,4|
X X1 X2 Xi+3 Xira =17 | j=18 =17 =18
4] 4 -0.93| -0.64| 0.59] 0.98] -0.08 0.04| 3.02 1.84] 068 0.91
5/ 0 0.04) -0.93] -0.64] 059 0.98 0.93 3.01 3.05 1.58 1.80
6] 1 0.93] 0.04] -0.93] -0.64] 0.9 0.56] 1.82 3.02 1.20 1.42
7] 2 0.56] 093] 0.04] -093] -0.64] -0.60] 0.14 1.85 0.05 0.27
8| 3 -0.60| 056/ 093] 0.04] -0.93] -1.00] 1.87 0.13 0.35 0.13
9| 4 -1.00] -0.60] 056 0.93] 0.04] -0.04] 3.02 1.87 0.61 0.83
10] 0 -0.04| -1.00] -0.60] 0.56] 0.93 1.01] 3.01 3.02 1.65 1.87
1] 1 1.01] -0.04] -1.00] -0.60] 0.56 0.60[ 1.89 3.09 1.25 1.47
12| 2 0.60[ 1.01] -0.04] -1.00] -0.60] -0.57| 0.16 1.97 0.08 0.30
13| 3 -057] 0.60] 1.01] -0.04] -1.00[ -1.04] 1.86 0.17 0.39 0.17
14| 4 -1.04| -057| 0.60] 1.01] -0.04 0.03] 3.06 1.85 0.68 0.90
15/ 0 0.03) -1.04| -0.57] 0.60[ 1.01 0.88] 3.08 3.09 1.53 1.75
16] 1 0.88| 0.03] -1.04| -057| 0.60 0.54] 1.89 3.06 1.19 1.41
17| 2 0.54] 0.8¢] 0.0z -1.0¢] -0.57 -0.6¢ - - - -
18] 3 -0.65| 0.54| 0.88] 0.03] -1.04] -0.87 - - - -

The thick line in Tab. 4.1 separates current suésérom historical subseries (see Sect.

3.2). The Euclidean distances are calculated betwegs of historical subserie§y , i =
4,...,16) and the current on&$\(, j = 17,...,18). Additionally, the prediction errar(or(i, j))

is calculated as the absolute differenge 1 X+s| (see Alg. 2). All necessary calculations are
illustrated in Tab. 4.1 for two subserieS;;,, andSg.. The calculatiorprocess for the scores
SIM andPREis presented in Tab. 4.2 for subseri@s,. The rankings are created by sorting

the distances (Tab. 4.1) in ascending order (2atiGth row in Tab. 4.2). Scor&M and

PREare calculated based on the positions in rankmgsliscussed in Sect. 3.2 (4-th and 8-th
row in Tab. 4.2). First ranking takes into accoti similarity between the subseries. In this
ranking, those subseries are favoured that are sioméar (closer) to the selected subseries

j =17. In the considered example, the highest anityl scores $IM) for j = 17 have the

subseriess; 4 andS;2 4 The second ranking for prediction error is canded by using the

error measure (6-th row in Tab. 4.2).

Table 4.2. Similarity and prediction ranking for p(j = 17) = 2.

No Similiarity ranking

1 |S, i= 12 6 13 8 16 11 5 10 9 4 14 15
2 |E(Si70 S4) 0.14 0.16) 1.82| 1.86| 1.87 1.89] 1.89| 3.01] 3.01| 3.02| 3.02] 3.06| 3.08
3 | v=p(i) 1 3 3 1 1 0 0 4 4 4 0
4 | SIM[2,V] 1.00 0.92| 0.83] 0.75| 0.67 0.58| 0.50| 0.42| 0.33] 0.25| 0.17| 0.08| 0.00

Prediction error ranking

5 |Ss i= 12 8 13 9 14 4 16 6 11 15 5 10
6 | [X17+s.~ Xirsdl 0.05] 0.08 0.35| 0.39] 0.61 0.68| 0.68| 1.19| 1.20| 1.25| 1.53| 1.58| 1.65
7 | v=p(i) 2 3 3 4 4 4 1 1 1 0 0 0
8 |PRE[2,V] 1.00| 0.92 0.83| 0.75| 0.67 0.58| 0.50| 0.42| 0.33] 0.25| 0.17] 0.08] 0.00
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Based on the example in Tab 4.2, it should be coledl that for the prediction made at
time stepu = p(17) = 2, the most useful data are those regisi@réiche step 2\= 2), and the

data observed for time stgp= O are the least useful.
Finally, the fuzzy AND operation is performed faalwes of two rankings. In order to

determine thaJR value, the result of AND operation is normalizediriterval [0, 1]. In the

analysed example, the valueduR are calculated fau =2 (Tab. 4.3 a).

Table 4.3. Part di/R relation foru = 2 andu = 3.

a) u=2
UR(2,v) v=0 v=1 v=2 v=3 v=4
SIM(2,v) 0.25 0.64 0.96 0.71 0.17
PRE(2,v) 0.08 0.33 0.95 0.79 0.58
UR(2.v] 0.02 0.23 1.00 0.62 0.11

b) u=:
UR(3,v) v=0 v=1 v=2 v=3 v=4
SIM(3,v) 0.22 0.19 0.63 0.96 0.69
PRE(3,v) 0.08 0.33 0.79 0.96 0.58
UR(3.v 0.02 0.07 0.54 1.00 0.43

Using the same analysis for subserl®s, whereu =p(j = 18)= 3, allows us to
calculate the values for next row OR (Table. 4.3. h)To calculate the&JR values, at least
one subseries for each= 0..T - 1 have to be processed. The calculated valuesrasernged

in Fig. 4.2. In this example, the rows for 2 andu = 3 are marked by dashed line.

- . : b)
1.0 v

0.02 0.02

0.23 0.07

0.0

Fig. 4.2. TheUR for noised sinusoid with period= 5: a) estimated relation, b) after binarization.

The thresholding (binarization) df)R is performed by using the Renyi entropy
approach (Fig. 4.2 b). ThER is necessary for calculating the hybrid usefulretsted
distancer (Eqg. 3.5). Based on distanReahe selection of thke subseries that are the nearest to
queryQ4 4 is performed. For the analysed example, the nurob#re nearest neighbouts (

equals 4. The necessary calculations are presemnf€db. 4.4.E, is the Euclidean distance
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normalized to interval [0, 1]. The distanEg is calculated based on the subseries

their first order differences.

Table 4.4. Calculation of the hybrid usefulnestateal distanc®

as well as

: s, v | UR E, E, R
0 1 2 3 4 4V) | (5S4 Qug | (Sia Q29
4 -0.93 | -0.64 0.59 0.979 -0.1 4 1 0.04 0.07 -0.94
9 -1.00 | -0.60 0.56 0.93 0.04 4 1 0.06 0.09 -0.93
14 -1.04 | -0.57 0.60 1.01 -0 4 1 0.07 0.11 -0.91
8 -0.60 0.56 0.93 0.04 -0.9 3 1 0.59 0.52 -0.45
18 -0.65 0.54 0.88 0.03 -1 3 1 0.60 0.52 -0.44
13 -0.57 0.60 1.01 -0.04 -1 3 1 0.62 0.54 -0.42
10 -0.04| -1.00 -0.60 0.56 0.98 Q 1 0.60 0.65 -0.37
15 0.03 -1.04 -0.57| 0.60 1.01L q 1 0.62 0.67 -0.36
5 0.04 -0.93 -0.64 0.59 0.98 a 1 0.63 0.68 -0.35
7 0.56 0.93 0.04 -0.93 -0.6 2 0 0.96 0.83 0.9D
17 0.54 0.88 0.03 -1.04 -0.4 2 g 0.97 0.86 0.9
12 0.60 1.01 -0.04 -1.00 -0.4 2 g 1.00 0.88 0.94
6 0.93 0.04 -0.93 -0.64 0.59 1 [0 0.98 0.99 0.99
16 0.88 0.03 -1.04 -0.57 0.6 1 [0 0.98 1.00 0.99
11 1.01 -0.04 -1.00 -0.60 0.56 1 ¢ 0.99 0.99 0.99
Qo4 -0.91 | -0.67 0.67 0.90 0 u=g4

According to the obtained values of distai;ethe subserie§; ,Sw, Siaw, and Sy

(t D{49148}) are selected as the nearest neighbours for fughgcessing. Within the

selected subseries, the optimal lags are searchediig Alg. 3. For the sake of simplicity,
the lag cardinalityy in this example is limited to 2 and parametethef Kraskov's method
(g) equals 2. The selected subseries are presenthd form of a matriX8 (Tab. 4.5), where

columnsB;, i =0, ..., 4 contain the values of lags. AdditiopatiolumnD in Tab 4.5 contains

predicted values,:

[X4+1, Xo+1, X14+1, Xg+1] =[ 0.04, -0.04, 0.03, -1.00].

Table 4.5. Matrix used to find informative lags
B B, B, B3 By D
Iy -0.93 -0.64 0.59 0.98 -0.08 0.04
I, -1.00 -0.60 0.56 0.93 0.04 -0.04
I3 -1.04 -0.57 0.60 1.01 -0.04 0.03
I -0.60 0.56 0.93 0.04 -0.93 -1.00

(x)

In the first step of the lag selection algorithire tag with the highest information value

is selected. The value of information function adcalated for every lag separately. In case of

a lag, which is equal to B(= By), the matrix is narrowed to two columns, so thkiesE,

(Eq. 3.7) can be calculated easily for each igtak.g., for instanch the values ok, are
calculated as follows:
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En(l1, I2) = max(]-0.93 - -1.00], [0.04 - -0.04|) = 0.08
Ex(l1. 13) = max(]-0.93 - -1.04], [0.04 - 0.03|) = 0.11 (4.2)
En(l1, la) = max(]-0.93 - -0.60], |0.04 - -1.00]) = 1.04

The second instancg € 2) in this ranking ids, therefore this instance is selected to

build B- and D-hyper-rectangle. In this example, B-hyper-rectangbrresponds to the
interval: [-0.93 - [-0.93 - -1.04|, -0.93 + |-0-93.04|] = [-1.04, -0.82]and D-hyper-rectangle
is determined as: [0.04 - |0.04 - 0.03], 0.04 64|6.0.03|] = [-0.03, 0.05].

Based on the B-hyper-rectangle, the values of fanatg andnp are calculated. The
calculations of these functions are illustratedrig. 4.3. The functions determine the number
of instances that are inside the hyper-rectangterfral in case of one lag).

@ % s g B-hyper-rectalgle
-1.04 -1 -0.93 -0.86  -0.60

ng(l1)=2

-y r Y @ + > D-hyper-rectalgle
1 -0.04  0.03 0.04 0.05
np(l1)=1

Fig. 4.3. Construction of hyper-rectangles for one lag.

Similarly, the ng and np values are calculated for all instances. The tesale as

follows:
nB(l) = 2, nD(l) = 1, nB(Z) = 2, nD(2) = 2, nB(3) = 2, nD(3) = 1, nB(4) = 3, nD(4) =2.
(4.3)
Finally, the value of information function is calated by using Eqg. (3.6):
1(B.0) =4(0) ~ = S )+ (o ()] () =
=p@) -3 -3 3 W)+, O]+ 4 @) = (4.4)

=-0,07722- 05- 025-1.2843 + 0.5061= 025
The value of information function fd, is equal to 0.25. In a similar manner, the value
of information function is calculated for every lag(Bo, D) = 0.25, (B, D) =0.45,
(B2, D) =0.33,I(Bs3, D) = 0.12,I(B4, D) = 0.45. The highest value of the information function
was obtained foB; andB,4. According to the proposed algorithm, the firg, lavhich has the
highest value of the information function is sedekti.e., lag 1. The selected lag is added to

24



matrix B. To select the second informative lag, the remagnlags (= 0234) are
considered:  1(B; + By, D) = 0.58, (B, + By, D) =0.70, (B, + B3, D) =0.70 ,
[(B; + B4, D) = 0.58.

After two steps of the algorithm, lags 1 and 2 sedected (LL = {1, 2}). Therefore, the
learning set LS for quer®).,4,=[-0.67, 0.67]is determined a+S = {([-0.64, 0.59], 0.04),
([-0.60, 0.56], -0.04), ([-0.57, 0.60], 0.03), 6, 0.93], -1.00)}.The selected LS is used by
ML algorithms: NN, ANFIS and LS-SVM that allows théV to be created. After training
procedure, the LM is used to make the predictiorgteeryQ.s o

5. Experiments

Verification of the proposed method was conductsihgi KNIME environment with
support of R language and forecast libraries (Exédtlet al., 2009). The proposed method was
implemented in two variants. The first variant (ded hereinafter as U-LM} is an exact
implementation of the proposed approach, which described in Section 3. This variant
combines the LM training with the novel elementaifting data selection based on the hybrid
usefulness-related distance and lag selection basede Kraskov information criteria). The
second variant (U is considered to verify the effectiveness of phieposed training data
selection based on the binatR. The Ux variant does not include the informative lag
selection andk nearest neighbour finding, thus it is less complaxthis variant, théJR is
directly applied for selection of the historicalbseries. It means that the subsefgg is
taken into account for prediction que®y ., only if conditionUR(p(i), p(2)) = 1 is satisfied.
The UR is determined for period, thus exactlyT LMs are constructed in this variant (one
model for each time step of the period).

As it was already mentioned in Sect. 1, in thiglgtthe three popular ML techniques
are considered: ANN, ANFIS, and LS-SVM. Therefor@ names of the prediction methods
(U-LM-x and Ux) stands for the ML algorithm, which is used to stounct the local
prediction model (ANN, SVM or ANFIS). The ANN wasmplemented by using
the probabilistic neural network based on dynaneicay adjustment, where data are labelled
using constructive training {Snitka et al., 2013). The implementation of LS-SVM &séd
on the approach presented by Suykens & Vandewsi89) that derives a linear function,
which best approximates the training data (LS).aFm ANFIS was implemented, which

generates a set of fuzzy rules from the given s&taming patterns by applying input space
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partitioning (Chang et al. , 2011). Details of thmplementation can be found in (Suykens &
Vandewalle, 1999), (Yang et al., 2011) and (Kangle010).

Accuracy of the proposed method was compared dgaegeral state-of-the-art
approaches. The first compared approach is the LM X) proposed by Wu & Lee (2015).
Note that three different LM-models are considered astands for ANN, SVM or ANFIS.
The ML techniques were also applied without any fncations, as global prediction models
(denoted as ANN, SVM, and ANFIS). Finally, seasoARIMA was used in the prediction
experiments (Khashei et al., 2012). The parametesgasonal ARIMA were selected on the
basis of the Akaike information criterion and thehfarz Bayesian criterion. More detailed
information about ARIMA can be found in (Weigend@ershenfeld, 1993) and (Khashei &
Bijari, 2011).

In order to examine the advantages and weakne$sbe @roposed approach, seven
various TS were selected for the experiments. Tfecteveness of the proposed method
strongly depends on correct detection of pefliddr the analysed TS. The accuracy of period
detection was verified in preliminary experimenkatt were conducted on a number of
synthetic TS with 5000 data points. The syntheti& Were generated as sinusoids with
various amount of additive Gaussian noise (ComptiEng2015). The experimental results
obtained for two representative synthetic TS asewised later in this section. The considered
synthetic TS are denoted here as Synth-1 and SyrfBlynth-1 corresponds to single sinusoid
of period T =10 with higher amount of noise. Synth-2 représem composition of two
sinusoids with periods 100 and 50 with lower amaintoise.

The experimental set of data also includes fivé-weald TS. Two of them represent
traffic volume that was measured over one yearodeiiom 2012 to 2013. The traffic data
were collected at a road intersection in mediune sity of Gliwice, Poland (Bernas et al.,
2015). Traffic volume was measured in five-minuteeivals for weekdays (Traffic-1) as well
as for Sundays (Traffic-2). The third real-world {[3ollar) represents the historical Euro to
Dollar exchange rate in years from 1999 to 201% thta were obtained from European
Central Bank (ECB, 2015). Fourth TS (Sunspot) dastanonthly mean number of relative
sunspots registered from 1749 to 1983, which wdleated at Swiss Federal Observatory,
Zurich until 1960, and then Tokyo Astronomical Otvsgory (Andrews et al., 1985). Finally,
the fifth TS (Riverflow) describes quarter-monthlyer inflows of Lac St-Jean Reservoir,
between 1953 and 1982 (Thompstone & Herzberg, 1985)

5.1. Calibration
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During calibration process, tHdR was extracted for each test TS. To this end, the
analyzed TS were divided into two separate subsesfeequal lengths, called historical
sequence and verification sequence. The first segues used to calibrate the model, while
the second one is used to evaluate the predictoaracy of the model. The parameters of
LMs (w, y andk) correspond to initial lag cardinality, number ofested informative lags and
number of nearest neighbours. These parametergtmized by means of cross-validation.
Although the method can be applied to make pregistfor an arbitrary number of time steps
(s), the single-step predictiors € 1) is considered here without loss of generalitize
calibration process and the accuracy evaluatiore performed by taking into account two
error metrics: the root mean squared error (RM&8H4, the mean absolute error (MAE):

1 ?
RMSE = NZ[X[—X] , (5.1)
t=1
13, .
MAE :NZ|X‘ - %/, (5.2)
t=1

where:N is the total number of the analyzed test quesiedenotes the real value at time
point t, and X stands for result of prediction for time pointThe aim of the calibration

process was to find a set of parameters, for WiielRMSE value is minimized.

An example of the calibration process for trafficFd is presented in Fig. 5.1. The
results shown in Fig. 5.1 were obtained by usirggthLM_ANN algorithm. In the analysed
example (Fig. 5.1), comparable values of RMSE ataeaed fory =3 andy =6. It was
noticed that close to the optimal parameter value error level is not changing rapidly. The
optimal value ofk is 90. For such settings, the low prediction em@s obtained with
parametew above 10. This observation can be utilized taveste upper boundary for values
of the optimized parameters. Based on these reshisfollowing parameter values were
selected for further experiments= 3,w = 15 andk = 90.
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Fig. 5.1. Model calibration for Traffic 1 TS: a)= 3, b)y = 6.

Each examined prediction method is calibrated seplgr The results of the calibration
are summarized in Tab. 5.1. The parameters weieratd simultaneously. It was noticed
that for complex real-world TS more lags (abovea ) required to build effective prediction
model. The lowest number of lags was necessarthéosynthetic TS (Synth 1 and Synth 2),
while the highest number of lags was required seaaf the traffic volume prediction. It was
also observed that the amount of noise influenkesoptimal number of nearest neighbours

(K). In case of the TS with low amount of noise (Bya), the optimal number of nearest

neighbours is lower than for the more noisy TS (By).

Table 5.1. Calibration results for U-LMmodels

Data set Model Parameters RMSE
w y k
Synth U-LM-ANN 4 3 140 93.29
1 U-LM-SVM 9 6 110 31.66
U-LM-ANFIS 10 6 170 49.23
Synth U-LM-ANN 8 3 30 101.88
’ U-LM-SVM 6 4 10 45.07
U-LM-ANFIS 5 3 40 92.34
U-LM-ANN 15 3 90 3.76
Traffic 1 U-LM-SVM 10 9 80 1.9
U-LM-ANFIS 8 3 70 1.0
U-LM-ANN 19 11 160 8.33
Traffic 2 U-LM-SVM 10 4 100 5.22
U-LM-ANFIS 4 3 140 7.34
Dollar U-LM-ANN 13 6 120 8.71
U-LM-SVM 8 6 200 10.60
U-LM-ANFIS 5 3 170 10.51
U-LM-ANN 10 5 80 531.18
Riverflow U-LM-SVM 9 6 110 412.31
U-LM-ANFIS 7 4 100 213.32
U-LM-ANN 11 5 120 2217
Sunspot U-LM-SVM 8 5 150 10.42
U-LM-ANFIS 7 4 130 16.84
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The number of lags selected by using the Krask@orimation criteria y) is lower than
the number of lags that were used to buildUlke(w). Thus, the Kraskov information criteria
allow us to simplify the LM by reducing the set lafys. In consequence, it is possible to
decrease the number of inputs in the predictionehadd speed up the training process. The
reduction of lag number is especially visible fddRAIS and ANN models.

The calibration results for M-models are presented in Tab. 5.2. In case of these
models, theUR is directly used for the selection of trainingaathus, only the number of
lags (v) has to be tuned. The obtained results show ligabptimal values of parameterare
similar for the two variants of the proposed methbderefore, the calibration process for U-
LM-x models can be simplified, i.e., parametecan be selected first and then the remaining

parameters can be optimized independently.

Table 5.2. Calibration results for U-x models

Data set Model w RMSE
Synth U-ANN 5 70.21
1 U-SVM 9 41.73
U-ANFIS 9 72.73
Synth U-ANN 7 103.23
) U-SVM 5 99.20
U-ANFIS 6 112.69
U-ANN 13 6.72
Traffic 1 U-SVM 9 7.01
U-ANFIS 9 8.21
U-ANN 15 8.23
Traffic 2 U-SVM 13 7.13
U-ANFIS 6 8.38
Dollar U-ANN 13 10.54
U-SVM 9 10.62
U-ANFIS 9 10.03
U-ANN 11 683.53
Riverflow U-SVM 8 521.93
U-ANFIS 7 582.64
U-ANN 10 21.37
Sunspot U-SVM 8 11.31
U-ANFIS 9 16.98

The calibration results firmly show that U-LkImodels can be adapted to historical
data more precisely (in terms of RMSE) than thepsifred models (Ux). Nevertheless, the
tuning of three parameters for U-LKMmodels simultaneously is more complex task than th
calibration of one parameter for U-x model.

Sun et. al (2013) have observed the stability obipeters close to optimal solution.
Thus, the stability of the obtained parametershm@analysed to avoid local minimums. This
remark is especially helpful in case of three pai@nms to tune, where it can be used to

decrease the computational complexity. In orderfuther reduce the computational
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complexity of tuning process, the evolutionary aiifjons can be used, e.g., the PSO method
(Xionga e. Al. ,201%k In case of analysed TS the upper value of paemséid not exceed 19,
11 and 200 fow, y andk, respectively. Thus, these values could be usegaar boundary in
the tuning process.

While tuning the global models based on ANN, LS-S¥htd ANFIS, it was observed
that the optimal lag number is significantly highlean this for the same ML method used as
LM. In case of global models, this parameter wasaeerage three times bigger. Therefore,
the LMs can be trained significantly faster notyodue to the reduced training data set, but

also due to the lower complexity of LM.

5.2. Experimental results

The proposed method is suitable for TS that des@dme periodic processes. Thie
can be determined only if periddof the TS is found. In case of synthetic TS (Syhtlsynth
2) the periodr is known in advance and Algorithm 1 correctly deti@ed it. Results of initial
experiments on synthetic TS show that the length®&nd the amount of noise influence the
effectiveness of Algorithm 1. The period was correctly determined if the analysed TS
contains at least eight to nine full periods. If d@tains much more than eight periods then
the results of period detection are more resiltenthe noise. The robustness of the period
finding algorithm was also analysed for the fiv@ab mentioned real-world TS.

The obtainedJRs show which data are useful for the prediction imglat particular
steps of the TS period. It should be noted here Figs. 5.2 - 5.4 present thgRs before
binarisation. Strong periodical changes in TS tasuhigh values that appear at diagonals of
the plots in Fig. 5.2. For the Synth 2 TS, the higlues outside the diagonal correspond to
the second (shorter) period. The regular and spatiern obtained for Synth 2 is a result of
smaller amount of the Gaussian noise. Due to theegmt noise, the high values are scattered
around the diagonal in tHéR plots. If no noise is present, the maximUiR elements create
a thin diagonal line pattern.
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volume TS (Trafficl and Traffic2) are presentedrig 5.3. In these TS, the cyclic changes of
traffic volume have the period of one day. Algomitli has correctly recognized the one-day
period, which corresponds to 288 time steps. Uis determined for traffic volume in
weekdays (Trafficl) and during Sundays (Traffic2¢ aimilar. The traffic at night (fou
between 210 and 50) and during daytime (fdretween 50 and 210) differs significantly and
is clearly separated in thdR plot. Additionally, in case of Sunday traffic (Tiia2), the
traffic volumes during daytime vary significantine morning traffic is more intensive than
in the afternoon. In Fig. 5.3 the above mentionexhs ofUR plot were separated by dashed

lines. The dashed lines separate the time intefeal@/hich the predictions will be made by

Fig. 5.2. The synthetic time series: a) overviewlU plot.

using different segments of the historical TS.
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Figures 5.3 and 5.4 show the result&J&f extraction for the real-world TS. The traffic
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Fig. 5.3. The traffic volume TS: a) overview, bR plot.

The last three real-world TS and thaiR plots are presented in Fig. 5.4. The
recognized period for Sunspot TS equals 110 tinepsstBased on the information in
(Andrews et al., 1985), it can be concluded thatghriod is recognised correctly. Two time
intervals can be distinguished in tb® plot for the Sunspot TS. One part of the TS (fap
to 60) has an increasing trend, while in the sequartl the trend is decreasing (oabove
60). According to the obtainddR plot for time steps that correspondue& 60 the LMs will
be trained based on the historical data from tigens@at indicated by values between 0 and
30. This fact shows that the proposed approachfisigntly reduce the size of training data
set

Less regular cyclic patterns are observed in thveffiow and Dollar TS. The detected
period for these TSs is 49 and 366 respectivelyh Boese values approximately correspond
to one year period (expressed in number of weetsnamber of days). The period for Dollar
is more precisely defined because the analysedasSmwuch longer. In case of the River-flow
TS the data collected only for 12 periods were iakéo account. Intuitively, the river flows
depend on the seasons. For winter weeks, the differs significantly from those in other
seasons. This fact is reflected in th plot, where the dashed lines separate the tinegviat

corresponding to the winter weeks. In case of tb#aD TS it is hard to clearly distinguish
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data segments in tHdR plots. The exchange rate is influenced by mane-independent
factors, thus th&JR plot for the annual period is blurred. NevertheJesome annual cyclic
pattern can be observed in the TS (the diagona).Tiihe obtainetUR allows us to ignore the
data that are not useful for training local pradictimodels. These data segments are indicated

in theUR plot by dashed rectangles.
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Fig. 5.4. Dollar, river flow, and sunspot TS: a) overviewUR plot.

The results obtained for Dollar TS shows the stiehgnd weakness of proposed
method. If strong cyclic patterns in the analys&lcén be found then théR relation enables
significant reduction of the training data set. Hwer, if the cyclic pattern is week then
almost all historical data in TS have to be tak&o account while training the LM. In such
case, the extra cost iR calculation may be not compensated by the redaostiof model
training.

The URs described above, as well as the method parameseesdetermined based on
the cross validation approach. Then, the obtaiesdlts were used for training the proposed
model (U-LMx) and its modification (U9. The prediction accuracy of these models was
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compared against this of the LMs proposed in (Wueg, 2015), global models based on the
ML algorithms (ANN, SVG and ANFIS) and seasonal MR. As discussed earlier in this
section, the analysis of prediction accuracy istam two error metrics: MAE (Tab. 5.3) and
RMSE (Tab. 5.4).

Table 5.3. MAE values for the compared methods

Time series
Method
Dollar Traffic-1 Traffic-2 Riverflow Sunspot Synth-1 Synth-2
ARIMA 8.51 6.16 5.43 716.18 22.58 84.65 59.54
ANN 11.29 7.00 6.33 547.74 21.46 89.73 96.33
LM-ANN 9.68 7.02 6.42 651.66 24.20 60.59 97.67
U-ANN 9.51 5.31 5.42 545.33 19.04 62.41 96.33
U-LM-ANN 7.21 6.38 6.01 641.82 20.30 82.27 104.19
SVM 10.46 8.91 6.65 404.05 10.37 61.23 98.09
LM-SVM 8.36 9.00 6.45 394.52 10.17 57.82 79.41
U-SVM 8.21 6.32 5.95 368.99 11.44 33.78 92.04
U-LM-SVM 7.54 8.87 5.60 345.30 _ 943 37.56 52.96
ANFIS 29.05 11.25 7.34 927.32 25.38 94.14 116.23
LM-ANFIS 12.40 10.00 5.80 399.25 25.86 67.85 114.64
U-ANFIS 8.70 7.50 6.41 456.96 15.78 58.09 95.18
U-LM-ANFIS 7.55 6.25 6.53 332.89 22.92 47.26 92.84
Table 5.4. RMSE values for the compared methods
Time series
Method
Dollar Traffic-1 Traffic-2 Riverflow Sunspot Synth-1| Synth-2

ARIMA 11.15 8.24 7.83 1116.07| 22.85 93.35 67.58
ANN 14.25 12.18 9.61 1037.41] 28.23 108.04 110.83
LM-ANN 12.07 8.90 9.28 1120.45 34.05 75.45 130.17
U-ANN 11.82 7.03 8.97 1037.35] 23.43 77.71 110.83
U-LM-ANN 9.77 7.85 9.03 1060.33 30.84 100.17 125.35
SVM 12.23 8.95 7.62 763.64 12.54 64.91 109.75
LM-SVM 11.13 8.97 8.02 724.36 12.64 59.86 106.52
U-SVM 11.00 7.50 7.17 641.35 12.17 46.42 101.39
U-LM-SVM 10.65 8.97 6.91 581.26 10.59 39.99 67.25
ANFIS 29.92 11.32 9.84 1775.81] 30.15 110.20 182.56
LM-ANFIS 12.67 11.18 7.29 665.72 34.43 82.65 127.70
U-ANFIS 10.74 10.61 8.93 690.96 18.74 76.10 121.56
U-LM-ANFIS 10.61 6.37 8.13 525.63 25.11 66.48 113.85

The lowest values of the prediction errors are divtel in Tab. 5.3 and Tab. 5.4. The
minimum values of MAE and RMSE were obtained far same methods. The exceptions are
the traffic volume TS (Trafic-1 and Traffic-2). base of these two TS, the lowest value of
MAE was achieved using the U-ANN approach, whil@imum RMSE was obtained for U-
LM-ANFIS and U-LM-SVM methods.

The proposed LM achieved higher prediction accuthey the global models (ANN,
SVM and ANFIS). The average error was lower by 5.2%7%, 39.0% in terms of MAE and
by 7.9%, 19.7%, 41.4% in terms of RMSE, respecyitet the considered ML algorithms.
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The proposed U-LM¢ models allow us to obtain lower error values thiaa state-of-
the-art LMx models: MAE was reduced by 2.3%, 16.0% and 20.1 BMSE was
decreased by 2.7%, 17.7% and 18.0% for the paaticMIL algorithms. The proposed
approach can achieve better results than the ctdbe-art LMs as it takes into account the
periodicity of TS. It should be also noted that thfference between U-LM-and LMx
models lies in the training data selection. In casdM-x models, the training data are
selected from the entire historical TS by usingkiidN approach with Euclidean distance. In
the proposed solution (U-LM} the training data are searched in selected sagméd’S, by
taking into account the hybrid usefulness-relatestadce. If the number of historical
subseries in the selected data segments is insuffithen this method utilizes the sequences
from outside of the segments determinedUs}. However, if the historical TS is multiple
times longer than the searched sequence then thendabelonging to the selected segments
can be ignored during the searching procedurease of big data sets, this approach speeds
up the training process proportionally to the anmtaingnored data.

The experimental results also show that the prapossthods (U-LMx) based on SVM
and ANFIS achieve 21% and 4% lower average eriam the seasonal ARIMA in terms of
both MAE and RMSE. In case of U-LM-ANN the obtaithaverage error was higher by 7%
(MAE) and 17% (RMSE) when comparing with the seas&RIMA. However, in case of
the Dollar TS, which is the least periodical onee 1J-LM-ANN model achieved better
prediction accuracy than all the remaining modklsvas observed that the ANN algorithm
allows the low prediction error to be obtainedttoe TS with weakly periodic pattern.

The direct application of data selection based OR with ML methods
(U-x models) offers lower prediction error 14%, 13% &B&b (in terms of MAE and RMSE)
in comparison to the global models. However the tdedels proved to be inferior to U-LM-
X. These results show that the pre-processing basddRommproves the accuracy of the
global prediction model. The determination &R allows us to create exactlyquasi-LMs
that can be trained offline. This enables fast @ssmg of the prediction queries. The quasi-
LM is selected by taking into account the time stiglined by the query. The additional
advantage of this approach is the simplified calibn procedure. Only one parameter need
to be tuned (number of lags). The UR relation canupdated periodically, when new
historical data are collected.

When considering the prediction accuracy for tHéedént ML techniques, it is hard to
say if one technique is generally better than #st. rSVM provides the best results while

predicting the synthetic TS, traffic volumes in 8aps and sunspot numbers. These TS are
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characterized by strong periodic patterns. In cakd'S with weaker periodic patterns
(weekday's traffic and river flow), ANFIS proved Ibe the best technique. Finally, the ANN
gave the best results when predicting the TS dfadod euro exchange rate, for which the
periodicity is not so evident.

An important benefit of using the LMs is reduceangbexity of the model and lower
number of lags that are used for model training. iRstance, in case of the ANN model,
which was trained for the Dollar TS, the numberirgduts (lags) is 14 and the number of
neurons is 30. In contrast, the U-LM-ANN model Basputs, 11 neurons and uses limited
number of sequences for training (120). Thus, thaing time is significantly shorter for the
LM. The reduction of model complexity was obsenfed all considered TS. The highest
reduction was obtained for the synthetic TS (Syinémd Synth 2) as well as for the traffic TS
(Traffic 1 and Traffic 2).

The proposed extraction &fR at the pre-processing stage can considerably eethac
amount of data that have to be analysed for findegnearest neighbours and processed by
ML methods. In the analysed examples, the highatst ceduction, about 90%, was achieved
for the synthetic sinusoid TS, while the minimatlwetion (12%) was achieved in case of
Dollar TS. The percent of reduced data is closelated to the strength of the periodic
components and the amount of noise in TS. The alemdts are important for applications
that require real-time data processing, e.g.,telligent transport systems.

An advantage of the proposed approach is thatntieepretation of th&JR is intuitive.
Moreover, theJR extraction algorithm does not change the dateessmtation , hence there
is no loss of the information contained in TS. Thgher accuracy of the prediction can be
obtained if the data for model training are sealdhesegments identified by théR.

The above experimental results demonstrate adyesitaf the proposed approach.
However, this approach has some limitations. Kirstican be applied for TS, where some
periodic patterns can be detected. Secondly, thldaderequires a pre-processing stage to
extract theUR. The computational complexity of théR extraction algorithm is ®f). The
extraction of UR and model calibration can be executed periodicaffyline, by using
historical data.

Another disadvantage is related to the fact thatltical prediction model has to be
constructed independently for each query. An adtitva solution is to use the second variant
of the proposed method (X)models) with quasi-LMs that can be trained offlilae number

of the quasi-LMs corresponds to the period TS.
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Other possible research directions that can imptbgeaccuracy of the method include
application of fuzzy UR relation and modificatiohtbe information criteria for lag selection.

6. Conclusion

Prediction of TS is a practical issue of a gre&rest to both industry and academia.
Many researchers use the ML techniques, e.g., fuegyc, support vector machines,
evolutionary computations, to predict the valuesT&. In this paper, the period-aware
approach to local modelling was proposed for TSlipt®n. According to the period-aware
approach, usefulness of data is evaluated by takiiegaccount the period of TS. Based on
the usefulness analysis, data are selected foirigaa LM. Results of the experiments show
that the proposed approach improves the predicii@aracy of the LMs when some periodic
patterns in TS can be found. The result obtainediéiar TS shows that the prediction error
is reduced even if the periodic pattern is verykvea

The modification of the Box & Jenkins algorithm (B& Jenkins, 2008) allows us to
find the strongest periodic pattern required forldimg UR. The algorithm was tested for
various TS and proved robust to noise.

The proposed algorithm extracts thHR form historical (training) TS and enables
selection of the data that are useful for makingdmtion at a given time step of the TS
period. TheUR is build using similarity and prediction error kamg. It is calculated for each
data point separately, thus can be used for vafi&us

A definition of hybrid distance was introduced, wainitakes into account the data
usefulness. The usefulness-related hybrid distamagsed to find nearest neighbours for
learning a LM. Experimental results show that eéhkigaccuracy of the prediction is obtained
if the nearest neighbours are searched among tbkiludata that are identified by the
proposedJR. This effect can be explained by the fact thatterselected data the probability
of finding a neighbour, which will give a wrong pietion, is lower than for entire TS.
Moreover, the application of Kraskov informationteria allowed us to select lags that
contain relevant information. As a result, the Liere significantly simplified by reducing
the number of inputs.

The extraction ofJR is time-expensive however it is executed off-libefore running
the prediction algorithm. In practice, the extraotof UR could be performed periodically at
the time when the computational resources of tlstegy are utilized to a small extent.
Therefore, the extra time cost of the extractionagligible in comparison with the benefit of
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improved prediction accuracy. Note that in the enésd experiments the extraction @R
was executed only once for a given dataset an@sists were used in the prediction during
test stage.

In this study, the proposed period-aware local iogdeapproach was experimentally
evaluated for prediction models obtained by usihgee different ML methods: neural
network, adaptive neuro-fuzzy inference system, leadt squares support vector machine.
The application of LMs was based on the method gsed in (Wu & Lee, 2015).
Effectiveness of the period-aware approach was\aséied by using the LMs for which the
training data were selected based on the Kraskowtsal information criteria. Moreover, the
prediction accuracy of LMs was compared against thfathe seasonal ARIMA. The
experimental results are encouraging. They show the proposed period-aware local
modelling approach provides more accurate predistifor periodic TS than the seasonal
ARIMA, global models, and the state-of-the-art Liishout period-awareness.

The drawback of proposed model is that it requarea®und period detection algorithm.
The detected period should not change in time. #altdlly, the computational cost of this
method is higher due to théR calculation. However, the extra cost can be comgedsby
significant training data reduction in case of Bajasets. The simplified U-x model allows us
to prepare quasi-LMs in advance. This approaclspedally useful for real time processing.
Alternatively, the models could be trained on dethamd saved for further use by next
queries.

Further research will be conducted to examine thapgsed approach for noise-
insensitive TS. Additionally, th&R will be extracted using distance time warping 1@,
where period changes over time. In order to deeréas time overhead of local modelling,
faster algorithms will be explored. Such algorithoas utilize the fact that when using the
proposedUR one can decrease the number of LMs that can begbcalated and tested in

parallel, so that the computational burden canhliféesl to the pre-processing stage.
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